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Abstract—We present a distributed model for a team of autonomous aerial robots to collaboratively track a target without external control. The model uses distributed consensus to coordinate actions and to maintain formation via geometrical constraints. Each robot uses its ego-centric view of a target and the relative distance from its two closest neighbors to infer its steering commands. To account for noisy and missing target detections, the robots exchange their estimated target position and formation configuration through shared PID-controlled steering responses. We show that the proposed model enables the team to maintain the view of a maneuvering target with varying acceleration under noisy detections and failures up to situations when all robots but one lose the target from their field of view.

I. INTRODUCTION

Cooperating robots are desirable for extended visual coverage [1]–[3], rapid search and rescue [4], [5] and collaborative grasping tasks [6]. Coordinated control toward a shared objective (e.g. following a target) while jointly planning and performing maneuvers (e.g. maintaining a formation) is challenging without an external localization system (e.g. in GPS-denied environments) [7]. Robots may rely on observing the relative position of their neighbors, which may be equipped with visual markers [8]. Robots in a formation need to account for noisy and missing detections caused by sensing failures or clutter as well as to coordinately adapt to unpredictable variations in target acceleration [9]–[11].

In this paper, we propose a distributed control model that allows aerial robots to coordinate within a formation using as a shared reference a moving target detected with their onboard camera (Fig. 1). The robots maintain a formation by continuously sensing the target and without a motion capture system or GPS. To infer the steering commands we exploit the orientation of each sensor with respect to the body of the robot. We considerably extend our previous work [12] and improve coordination by formulating a new PID controller and a new distributed information fusion algorithm that copes with target accelerations, decelerations and U-turns. We achieve a global agreement on the maneuvers of each robot using distributed consensus, which also enables the formation to avoid drifting when the target is not detected by one or more robots. We maintain the shape of the formation by constraining the robots’ dynamics by their relative distance with their neighbors using geometrical constraints.

Unlike works that measure the 3D robot-target distance [13]–[15] using prior information about the size of the target [14], we infer control commands using only the position of the detected target on the image plane. Moreover, unlike [16] we localize the target with respect to the local reference system of each robot in order to allow the team to operate in absence of a global reference system.

II. PROBLEM DEFINITION

Let a formation of $N$ robots at time $k \in \mathbb{R}$ be defined as graph $F(k) = (C(k), D(k))$, where the set $C(k) = \{C_i(k)\}_{i=1}^N$ contains the state $C_i(k)$ of each robot $i$ and the matrix $D(k) = [d_{i,j}(k)] \in \mathbb{R}^{N \times N}$ defines the distance $d_{i,j}(k)$ between robot $i$ and $j$.

The robot state $C_i(k) = (x_i(k), R_i(k))$ consists of its position $x_i(k) \in \mathbb{R}^3$ in global coordinates and its orientation (attitude) $R_i(k) \in SO(3)$ [17], i.e. the rotation from the local (body) to the global coordinate system. The body of the robot is defined by three main body directions $b_{1,i}(k) = R_i(k)e_1$, $b_{2,i}(k) = R_i(k)e_2$ and $b_{3,i}(k) = -R_i(k)e_3$, where $e_1 = [1,0,0]^T$, $e_2 = [0,1,0]^T$ and $e_3 = [0,0,1]^T$. Let the subscript $t$ indicate target. The target position in the global coordinate system is $x_t(k) \in \mathbb{R}^3$ and its velocity $v_t(k) = [v_{x,t}(k), v_{y,t}(k), v_{z,t}(k)]^T$.

Each robot $i$ detects on its sensor plane the target with position $x_{t,i}(k) \in \mathbb{R}^2$. The 3D camera position corresponds to that of the robot. The objective is to maintain the target in the center of each sensor plane, and deviations from the center have to be mapped into steering commands to adjust the motion of the robots in order to achieve the objective.

III. PERCEPTION MODELLING

Let us consider a group of $N \geq 3$ aerial inertial robots capable of relative localization and target detection. The robots cannot rely on an external positioning systems, but can sense with their camera a target moving on the ground and with other sensors the relative position of their closest neighbors [18], [19].

Let the positions of all robots be initialized in formation and on target, with fixed body orientations. At $k = 0 \forall i$, $C_i(0)$ is given, $v_i(0) = [0,0,0]^T$ and each sensing region has a different and fixed 3D orientation $R_{c,i}$ that points toward the target. $R_{c,i}$ is time invariant with respect to the body coordinate system $R_i(0)$ and the target is centered in each sensing region. The robot’s inertial motion in the global coordinate system is determined by a controller that...
follows a goal (desired) trajectory point \( x_{p,i}(k) \in \mathbb{R}^3 \), and a goal direction of the first body direction \( \theta_{1,i}(k) \) [17] (the subscript \( g \) stands for goal).

Target detection errors and target localization noise may introduce estimation errors. We therefore model target detection errors and target localization noise. Let \( p(x_{t,i}(k)) \) be the probability for the sensor of robot \( i \) to detect the target at time \( k \). We model target detection as a time-independent Bernoulli distribution

\[
p(x_{t,i}(k)) = \begin{cases} 
1 - p_d & \text{if target detected} \\
p_d & \text{otherwise},
\end{cases}
\]

where \( p_d \) is the miss-detection probability. An example of miss-detection probability of a state-of-the-art pedestrian detector [20] is \( p_d \sim 0.23 \).

Moreover, let \( \psi_i : \mathbb{R}^3 \rightarrow \mathbb{R}^2 \) be the transformation that projects the target center of mass from the 3D world to the 2D sensor plane of robot \( i \). We model target localization as

\[
x_{t,i}(k) = \begin{cases} 
\psi_i(x_{t,i}(k)) + \omega_i(k) & \text{if target detected} \\
null & \text{otherwise},
\end{cases}
\]

where \( \omega_i(k) = \mathcal{N}(0, \sigma_w) \) is the Gaussian noise that models the target detection noise, and \( null \) indicates no decision. The value of \( \sigma_w \) models the noise on the position of the detection. A typical value of this noise, when the target is a pedestrian, is \( \sim 10\% \) of the size of the bounding box enclosing the target.

IV. INDIVIDUAL STEERING RESPONSE

The objective of each robot is to maintain the target centered in its sensor plane. The steering direction and the steering gain depend on the target dynamics and its (detected) location on the image plane.

Let \( s_i(k) \) be the steering response defined as

\[
s_i(k) = \begin{bmatrix} s_{x,i} \\ s_{y,i} \end{bmatrix} = s_{m,i}(k) \circ sgn(s_{d,i}(k)),
\]

where \( s_{m,i}(k) = [s_{m_x,i}(k), s_{m_y,i}(k)]^T \) is the steering gain, \( s_{d,i}(k) = [s_{d_x,i}(k), s_{d_y,i}(k)]^T \) is the steering direction and \( \circ \) is the Hadamard product. If \( s_{d_x,i}(k) > 0, sgn(s_{d_x,i}(k)) = 1; \) if \( s_{d_x,i}(k) < 0, sgn(s_{d_x,i}(k)) = -1; \) if \( s_{d_x,i}(k) = 0, sgn(s_{d_x,i}(k)) = 0 \). The steering response of a robot when it does not detect the target (null in Eq. 2) is zero.

The altitude can be measured with an onboard barometer [8], [21], but for simplicity we consider that the robots move on a (virtual) plane at a non-zero altitude. We therefore do not consider in this work variations in altitude, i.e. \( s_{d_z,i}(k) = 0 \). Fluctuations due to altitude measurement errors [8], [22] can be addressed by measuring size changes of the detected target on the sensor plane.

We compute the steering direction terms by projecting \( x_{t,i}(k) \) onto the two axes on the sensor plane. Because the sensor orientation can differ from that of the body frame of the robot, the two axes have to be rotated accordingly via \( R_{c,i} \). The axes are defined as \( e_{x,i} = \psi_i(R_{c,i}R_{c,i}^T) \) and \( e_{y,i} = \psi_i(R_{c,i}R_{c,i}^T) \). The origin of the axes is the center of the sensor plane. The steering direction components are computed as

\[
s_{d,i}(k) = [e_{x,i} e_{y,i}]^T x_{t,i}(k).
\]

The steering gain terms are designed such that the steering response becomes more vigorous as the distance between \( x_{t,i}(k) \) and the center of the sensor plane increases. These terms are calculated via a function \( M : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), where \( s_{d,i}(k) \mapsto M(s_{d,i}(k)) = s_{m,i}(k) \) maps \( x_{t,i}(k) \) into the steering gain terms of \( s_{m,i}(k) \). No steering is performed when the target detection is in the center of the sensor plane. Therefore \( M \) is zero (minimum) when \( x_{t,i}(k) \) coincides with the center of the sensor plane. We choose \( M \) to be a Gaussian function to produce a quicker steering response than a linear mapping when the target moves farther away from the center. \( M \) is regulated via the variance \( \sigma_m^2 \in \mathbb{R} \) of the Gaussian as

\[
s_{m,i}(k) = \frac{1}{\sigma_m^2} \exp \left( -\frac{1}{2} x_{d,i}(k)^T \begin{bmatrix} \sigma_m^2 & 0 \\ 0 & \sigma_m^2 \end{bmatrix}^{-1} x_{d,i}(k) \right).
\]
The farther the target from the center of the sensor plane (with respect to both axes), the larger the terms of \( s_{m,i}(k) \).

Due to detection noise and different perspectives, the steering response inferred by a robot via the target detection on the sensor plane may be different from that of other robots. Moreover, if the target changes its motion, some robots might be unable to react timely and to adapt their motion to keep the target in their sensing range. The solutions to these problems will be presented in the next section.

V. COLLABORATIVE REACTIVE STEERING

A. Coordinated motion control

Robots iteratively receive from and send to neighbors the steering response, \( \tilde{s}_i(k) \), where \( l \) is the iteration index and \( \tilde{s}_i(0) = s_i(k) \), the steering response that acts on the first and second body directions, namely \( b_{1,i}(k) \) and \( b_{2,i}(k) \) (Eq. 3). The goal is to maintain over time a certain distance between robot \( i \) and robot \( j \), \( d_{i,j}(k) \), i.e. \( d_{i,j}(k) \approx d_{i,j}(0) \forall k \).

Let \( \tilde{s}_i(k) \) be the steering response achieved via consensus\(^1\) as

\[
\tilde{s}_i(k) = \frac{J_n}{|D_i|} \sum_{n \in D_i} R_i(k)^{-1} R_n(k) \tilde{s}_n^l(k),
\]

where \( J_n \) is the total number of iterations, \(|.|\) is the cardinality of a set and \( D_i \) is the set of neighbors of robot \( i \) that have detected the target. The index \( n \) refers to a neighbor robot. We assume that robots share information without communication delays.

To achieve drive, tracking and fast response towards the desired steering response, unlike [12] we translate the steering response \( \tilde{s}_i(k) \) inferred from the sensor plane into inertial controls for each robot using an integral and derivative (PID) controller [23]. The goal of our PID controller is to take the value of \( \tilde{s}_i(k) \) (Eq. 6) to zero in order to achieve the objective of centering the target on each robot’s sensor plane despite changes in target acceleration or vigorous turns. The proportional value of the PID acts directly on \( \tilde{s}_i(k) \):

\[
\tilde{s}_{P,i}(k) = K_P \tilde{s}_i(k),
\]

where \( K_P \) is the proportional gain. The integral value is obtained by accumulating the steering response over time as

\[
\tilde{s}_{I,i}(k) = K_I \sum_{\tau = -\tau_i}^0 \tilde{s}_i(k + \tau \Delta_k),
\]

where \( K_I \) is the integral gain, \( \tau_i \) is the time interval for the integration (typically between the initialization of the system and the current time instant [24]) and \( \Delta_k \) is the sampling time. The integration within the interval \([0, k]\) is unsuitable as it leads to a high rigidity of robot maneuvers. The reactivity of the robots increases by decreasing the integration interval. However, \( \tau_i \) cannot be zero because this would lead to unstable maneuvers due to sharp responses of the controller to sudden motion variations of the tracked target. Finally, the derivative value is obtained by differentiating the steering response into two distinct time instants as

\[
\tilde{s}_{D,i}(k) = \frac{K_D}{\tau_D} (\tilde{s}_i(k) - \tilde{s}_i(k - \tau_D \Delta_k)),
\]

where \( K_D \) is the derivative gain and \( \tau_D \) defines the time interval to compute the differentiation. The larger \( \tau_D \), the more robust the steering response to target speed variations or to noisy measurements. The smaller \( \tau_D \), the quicker the reaction of a robot to target speed variations. A sensitive reaction to speed variations may cause oscillations due to sudden accelerations of the robots, with the possibility of losing the target from their fields of view; whereas a smooth reaction may not be sufficient to quickly adapt to the target motion variations and the target may be lost by the robots.

The proportional, integral and derivative values are combined to set a candidate PID controlled velocity as

\[
v_{c,i}(k) = \tilde{v}_i(k - \Delta_k) + (\tilde{s}_{P,i}(k) + \tilde{s}_{I,i}(k) + \tilde{s}_{D,i}(k)) \Delta_k,
\]

where \( \tilde{v}_i(k - \Delta_k) \) is the agreed velocity of the \( i \)th camera.

Note that the PID controller acts on the individual steering response of each robot by enabling control stability via temporal integration. However, this integration step could magnify the marginal differences of the steering response computed in Eq. 6 as the number of iterations \( J_n \) might insufficient to make the steering response converge at the same value for all the robots. In order to ensure that the robots converge to the same velocity, we perform an additional consensus phase.

The \( \tilde{v}_{c,i}(k) \) for robot \( i \) is the agreed velocity that is used in the next step to maintain the formation geometry:

\[
\tilde{v}_{c,i}(k) = \sum_{l=1}^{J_n} \frac{1}{|D_i|} \sum_{n \in D_i} R_i(k)^{-1} R_n(k) \tilde{v}_{c,n}^l(k),
\]

where \( J_n \) is the total number of consensus iterations and \( \tilde{v}_{c,0,n}(k) = v_{c,n}(k) \).

Our relative-positioning system relies on the local (body) reference system of each robot, not on a global coordinate system [25]. Unpredictable dynamics of the robots due to various factors, such as robots’ inertia, noisy target detections and external disturbance (e.g. wind) can cause position variations. The two consensus phases used so far to agree on velocity do not include geometric knowledge that is necessary to maintain the shape of the formation. The inclusion of this knowledge will be discussed next.

B. Geometric constraints

We introduce geometric constraints to maintain, despite disturbances, the robots within their position in the formation. Each robot measures its relative distance from its neighbors and corrects its own velocity if the distance exceeds a certain tolerance.

We extend the idea proposed in [26] to cases when robots can sense the relative position of more than two neighbors and use non-hierarchical formation control to increase, compared to a leader-follower control scheme [26], robustness

\(^1\)We chose the mean operator as it can fuse data for a 3-robot neighborhood. The median operator can be used when neighborhoods of at least four robots are available.
to speed variations of individual robots and to external disturbances (e.g. noisy target detections).

Given the relative and goal positions of neighbors with respect to the body reference of robot $i$ and the candidate velocity $\hat{v}_{c,i}(k)$, the inertia of the robot is computed via the desired trajectory point $x_{g,i}(k)$ to maintain itself in the formation. In the case of a quadrotor as robot, the inertial dynamics are determined by four identical propellers, which are equidistant from the center of the body and generate a thrust and torque normal to the body plane defined by $b_{1,i}(k)$ and $b_{2,i}(k)$ [17].

Given a goal trajectory point $x_{g,i}(k)$, the total thrust applied to a robot and the desired direction of the third-body axis $b_{3,i}(k)$ are selected to stabilize the translational dynamics\(^2\). In our case the robots’ relative heading directions do not change during the flight and keep pointing to the direction set at initialization [12], [27].

To achieve coordinated motion control we first compute a candidate desired trajectory and then adjust it, if necessary, based on the circle intersection rule [26]. The candidate desired trajectory is calculated as

$$x_{c,i}(k) = x_i(k - \Delta_k) + R_i(k)\hat{v}_{c,i}(k)\Delta_k.$$ \hspace{1cm} (12)

To select $x_{c,g,i}(k)$ as the desired trajectory following the constraints of the formation shape, we initially compute the set of intersection points generated by all the neighbors of robot $i$ as

$$\Theta_i(k) = \{\rho_m : \rho_m \in \Gamma(\hat{x}_{i,j}(k), d_{i,j}(0)) \cap \Gamma(\hat{x}_{i,q}(k), d_{i,q}(0)), \forall j, q \in D_i, j \neq q \neq i\},$$ \hspace{1cm} (13)

where $\Gamma(x, d)$ defines the circle with center $x$ and radius $d$, $m \in \mathbb{N}$; $d_{i,j}(0)$ is the distance to be maintained between robot $i$ and $j$, which is defined at initialization ($k = 0$); and $\hat{x}_{i,j}(k)$ and $\hat{x}_{i,q}(k)$ are computed by robot $i$ using their measured positions and shared goal positions at $k - 1$, and the updated velocities received from robot $j$ and $q$ at $k$, respectively, such that

$$\hat{x}_{i,j}(k) = x_{g,j}(k - \Delta_k) + \eta_{i,j}(k) + R_j(k)\hat{v}_{c,j}(k)\Delta_k,$$ \hspace{1cm} (14)

where $\eta_{i,j}(k) = N_0(0, \sigma_n)$ is an additive Gaussian noise on the measurement about the relative positions between two robots (i.e. [19]). $\sigma_n$ models the localization error of the neighboring robots introduced by the proximity sensor.

When non-empty, the set $\Theta_i(k)$, contains at least $|D_i| - 2$ intersection points (two neighbors). Only the intersection points near the candidate $x_{c,g,i}(k)$ are considered. From the solution of Eq. 13, the points in $\Theta_i(k)$ can be divided into two sets: distant and near points from $x_{c,g,i}(k)$. We sort the near points in $\Theta_i(k)$ in ascending order based on their distance from $x_{c,g,i}(k)$ and we build a set $\Theta'_i(k)$ containing the first $\frac{|D_i| - 2}{2}$ of the sorted points in $\Theta_i(k)$.

To confirm $x_{c,g,i}(k)$ as the desired trajectory that follows the constraints of the formation shape, we compute the point

$$\theta_{c,i}(k) = \frac{1}{|\Theta'_i(k)|} \sum_{m \in \Theta'_i(k)} \rho_m.$$ \hspace{1cm} (15)

\(^2\)For details on the control algorithm, please see [17].

The desired trajectory is then computed as

$$x_{g,i}(k) = \begin{cases} x_{c,g,i}(k) & \text{if } \Theta'_i(k) \neq \emptyset \land \epsilon_{i,j} > \varepsilon \\ \theta_{c,i}(k) & \text{otherwise,} \end{cases}$$ \hspace{1cm} (16)

with $\epsilon_{i,j} = ||x_{c,g,i}(k) - \hat{x}_{i,j}(k)|| - d_{i,j}(0), \forall i, j \in \Theta'_i(k), i \neq j$, where $||.||$ is the $l$-2 norm and $\varepsilon$ is the separation tolerance term. The larger $\varepsilon$, the more constrained the robots in maintaining the inter-distances defined in $D(0)$.

VI. VALIDATION

A. Simulation setup

We validate the proposed framework by analyzing the behavior of camera-equipped aerial robots that follow a moving target in a formation. We use the dynamics of a quadrotor to model the inertia of the robots [17].

Let each robot be equipped with a camera with focal length $f_L = 0.1$ and angle of view $\phi = \frac{\pi}{3}$. The resolution of the camera is $W = H = 600$ pixels. We evaluate the proposed method with a formation of up to $N = 12$ robots [28]. We set the altitude and the radius of the formation at $A = 5m$ and $L = 6m$, respectively, according to typical specifications of commercial quadrotors with a camera. The starting positions of the robots are

$$x_i(0) = \left( L \cos((i - 1)\frac{\pi}{N/2}), L \sin((i - 1)\frac{\pi}{N/2}), A \right)^T,$$ \hspace{1cm} (17)

$\forall i \in \mathcal{C}(k)$. This configuration leads to an inter-distance among robots of about 3.1m, that is the working distance of a realistic relative positioning system [18], [19].

Because the velocity of the target is unknown to the robots, we set the initial velocity equal to $v_i(0) = [0, 0, 0]^T \forall i$, with $\Delta_k = 0.04$ sec for all the experiments. The matrix $D(k)$ is defined such that each robot $i$ is only aware of its closest neighbors and the distance $d_{i,j}$ to be maintained depends on the initial positions defined in Eq. 17. The following values are used: $\varepsilon = 0.1$ (Eq. 16) and $\sigma_m = \frac{W}{3}$ (Eq. 5); this value of $\sigma_m$ allows the mapping function to be almost zero at the borders of the image plane. We chose the PID configuration with $K_p = 0.08$, $K_i = 0.00022$ and $K_D = 3$ based on a sensitivity analysis that we performed.

To analyze the reaction of the system to noisy and missed target detections we vary the success probability of detecting the target within the interval $p_{\theta} \in [0, 0.72]$ (Eq. 1) and the additive Gaussian noise (Eq. 2) with standard deviation $\sigma_\omega = p_{\omega}W$ within $p_{\omega} \in [0, 0.36]$. We perform 20 runs for each parameter and each target trajectory, and average the results. Fig. 2 shows the 10 target trajectories, $T_1, ..., T_{10}$, we employed for the evaluation that were chosen from a randomly generated set using the code from [29]. Each trajectory is characterized by different target dynamics with variations in speed and direction. Speed variations range from 1.04$m/s$ to 9.20$m/s$, which are comparable to a person walking and performing high intensity sport activities, respectively [30]. The target is 1.75$m$ tall.
**B. Discussion**

We quantify the performance in terms of average target inclusion, namely the percentage of the target included in the central area of the image plane, defined as a circle centered in \([0, 0]^T\) with radius \(\frac{W}{10}\), where \(W\) is the width of the image plane. When the target is centered in the image plane the target inclusion is equal to one. A failure occurs when the formation drifts from the target and the robots cannot generate steering responses to follow it. We evaluate the attitude of the formation by changing the parameters of the proposed vision-based controller, the two-phase distributed consensus and the use of multiple neighbors to achieve improved robustness in maintaining the formation shape.

Tab. I shows the target inclusion averaged over time and across the performance of robots in the formation under detection noise and miss-detections. The target inclusion performance does not reach 1 in the case of "No noise" because the target’s motion variations are interpreted with a delay by robots when the target accelerates or decelerates. \(T_2\) is the most challenging trajectory because of its initial vigorous target acceleration. Detection noise is what affects the performance the most. With some trajectories the formation can maintain track of the target, even when the standard deviation is a fifth of the image plane size (\(\sigma_{\text{d}} = 0.2\)). The formation is robust also when the target is miss-detected with \(p_d = 0.72\) (independently) on the image plane of each robot. This robustness is possible thanks to the redundancy introduced by multiple robots monitoring the target and because the consensus can effectively propagate the steering commands within the formation.

Relative localization noise affects the robots when they estimate the position of their neighbors. We model the relative localization noise within the interval \(\sigma_{\text{n}} \in [0, 0.021]\) to analyze the performance up to system failure, using data collected with real devices [18] (summarized in [19]). In Tab. I we can observe that the robots can maintain the formation up to \(\sigma_{\text{n}} = 0.01\), on average. The maximum localization error is about 3cm (on a distance of 3.1m), which agrees with the specifications of the relative positioning system in [18]. \(T_2\) is the only trajectory where the maximum localization error allowed before failure is about 2.1cm. When the formation fails to track the target because of large noise in localization, the error \(\epsilon_{i,j}\) is larger than the separation tolerance term. Therefore, each desired trajectory

---

**TABLE I**

<table>
<thead>
<tr>
<th>No noise</th>
<th>Detection noise ((p_{\text{d}}))</th>
<th>Missed detection ((p_{\text{n}}))</th>
<th>Localisation noise ((\sigma_{\text{n}}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_1)</td>
<td>(0.66 \pm 0.36)</td>
<td>(67 \pm 34)</td>
<td>(54 \pm 38)</td>
</tr>
<tr>
<td>(T_2)</td>
<td>(0.33 \pm 0.23)</td>
<td>(16 \pm 15)</td>
<td>(0.00 \pm 0.06)</td>
</tr>
<tr>
<td>(T_3)</td>
<td>(0.36 \pm 0.37)</td>
<td>(31 \pm 32)</td>
<td>(0.09 \pm 0.12)</td>
</tr>
<tr>
<td>(T_4)</td>
<td>(0.63 \pm 0.37)</td>
<td>(64 \pm 37)</td>
<td>(58 \pm 36)</td>
</tr>
<tr>
<td>(T_5)</td>
<td>(0.44 \pm 0.36)</td>
<td>(37 \pm 36)</td>
<td>(0.07 \pm 0.09)</td>
</tr>
<tr>
<td>(T_6)</td>
<td>(0.69 \pm 0.36)</td>
<td>(68 \pm 36)</td>
<td>(22 \pm 21)</td>
</tr>
<tr>
<td>(T_7)</td>
<td>(0.65 \pm 0.34)</td>
<td>(67 \pm 33)</td>
<td>(56 \pm 32)</td>
</tr>
<tr>
<td>(T_8)</td>
<td>(0.66 \pm 0.36)</td>
<td>(67 \pm 36)</td>
<td>(62 \pm 37)</td>
</tr>
<tr>
<td>(T_9)</td>
<td>(0.59 \pm 0.40)</td>
<td>(54 \pm 38)</td>
<td>(44 \pm 34)</td>
</tr>
<tr>
<td>(T_{10})</td>
<td>(0.71 \pm 0.37)</td>
<td>(69 \pm 37)</td>
<td>(55 \pm 37)</td>
</tr>
</tbody>
</table>
Fig. 3. Steering directions for the first 2500 time steps of (a,c) \( T_1 \) and (b,d) \( T_2 \) from (a,b) a 3D point of view and (c,d) top view. Note that the colored steering directions are generated before the distributed consensus step \( s_i(k) \) and the color of the target trajectory represents target acceleration and deceleration only (and not the steering direction as for the robots).

Fig. 4. Target inclusion performance (mean and standard deviation) for the distributed consensus steps in (a) Eq. 6 and (b) Eq. 11 obtained on \( T_1 \) under noisy conditions \( (p_ω = 0.06, p_d = 0.2, σ_n = 0) \) and with communication failures during consensus \( (p_f = 0.2) \). (a) Variations of \( J_a \) with \( J_b = 20 \). (b) Variations of \( J_b \) with \( J_a = 5 \).

directed for the successive time step (Eq. 16) follows the candidate desired trajectory (Eq. 12), which does not account for the geometric constraints of the formation, but only the velocity agreed via distributed consensus.

Fig. 3 shows the steering directions of the first 2500 time steps of \( T_1 \) and \( T_2 \). A steering agreement is visible when the robots move together (visualized with the same color). The robots steering directions are generated before the distributed consensus step \( s_i(k) \). In Fig. 3a,c robots can follow the target despite steering disagreement. A steering disagreement may in fact emerge near to curves in the target trajectory, but it can be corrected using the distributed consensus. In Fig. 3b,d the robots drift from the target after the first part of the trajectory, but thanks to the external robots that can still view the target, the formation returns on target. During the returning phase (at about \( x = 120, y = 150 \)) there is an oscillation and then the formation gets back on target. When the robots are back on target (at about \( x = 140, y = 240 \)) the steering direction is opposite to the target motion direction as the target decelerates. Along this deceleration segment (green part) there is another disagreement about the steering direction. The robots generate steering responses with different directions due to the different target positions on their image plane.

Next, we analyze the method with and without the distributed consensus on \( T_1 \) to show the number of iterations used to achieve stable steering commands under noisy detections \( (p_ω = 0.06, p_d = 0.2, σ_n = 0) \) and communication failures during consensus iterations. We simulate communication failures using the probability of failing \( p_f \), to send the steering data to the neighbor robot. We set \( p_f = 0.2 \). Fig. 4a shows that, without using distributed consensus, the formation is lost and that five consensus iterations of the steering response term led to steady performance. Fig. 4b shows the contribution of the consensus on the velocity term in achieving successful tracking.

Tab. II shows the temporal average of the inclusion performance using a single robot, and formations composed of three, six and twelve robots on \( T_1 \) and \( T_2 \) with \( (p_ω = 0.05, p_d = 0.1, σ_n = 0.005) \) and without \( (p_ω = p_d = σ_n = 0) \) noise. We can observe that the target inclusion improves.

<table>
<thead>
<tr>
<th>Table II</th>
<th>Target Inclusion Performance (Mean and Standard Deviation) With a Single Robot and With Formations Composed of Three, Six and Twelve Robots Under Different Noise Conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_ω = p_d = σ_n = 0 )</td>
<td>( T_1 )</td>
</tr>
<tr>
<td>( p_ω = .06, p_d = .2, σ_n = 0 )</td>
<td>( T_1 )</td>
</tr>
<tr>
<td>( p_ω = .05, p_d = .1, σ_n = .005 )</td>
<td>( T_1 )</td>
</tr>
</tbody>
</table>

\( \text{TABLE II} \)

\( \text{TAB. II} \)
as the number of robots increases. In $T_2$ a single robot and formations with three and six robots are unable to follow the target. By analysing the qualitative results we observed that the single robot fails a few time steps after the initialization because when the target goes out of the field view the steering responses cannot be generated sufficiently quick and accurately to maintain track of the target. The redundancy introduced with a three-robot formation allows us to cope with targets going outside the field of view of one or two robots as it is still possible to generate steering responses, communicate them to the other robots and drive the formation back on target. A higher redundancy, e.g., with six and twelve robots makes it possible to achieve even better target inclusion performance.

Tab. III shows the results of the comparison between [12] and the proposed approach. Results show that the more realistic challenges introduced with the new trajectories make [12] fail in all cases. The small values of target inclusion in [12] are generated because the initialization is performed on target. With the proposed approach, after a few time steps the robots can adapt their velocity and follow the target, whereas [12] fails to adapt. Also, note that the proposed approach, as opposed to [12], does not use a prior velocity and starts with speed zero. There are two main reasons for the superior performance of the proposed approach. Firstly, the PID controller allows the robots to rapidly correct their velocity when the target performs motion variations. Secondly, the distributed consensus stages allow the robots that see the target to achieve an agreement on the steering commands and to communicate this information to the others.

C. Execution times

The value of the steering response shared among robots is a double (8 bytes). The communication channel is unicast between each pair of robots using IEEE 802.11a with throughput up to 54 Mbps. We assume that the communication is TCP, so for each data packet transmitted (DATA), the receiver replies with an acknowledgement (ACK) [31]. The time to transmit a packet encapsulating a double value is

$$T_{DATA} = T_{preamble} + T_{header} + \left[ \frac{30.75 + L}{BpS(m)} \right] T_{symbol}$$

$$= 16 \mu s + 4 \mu s + \left[ \frac{30.75 + 8}{27} \right] 4 \mu s = 28 \mu s,$$  \hspace{1cm} (18)

where $T_{preamble}$ is the preamble duration, $T_{header}$ is the header duration, $T_{symbol}$ is the symbol interval, $L$ is the payload in bytes and $BpS(m) = m/2$ is the number of bytes in a symbol at $m$ Mbps. The time to receive the ACK

$$T_{ACK} = T_{preamble} + T_{header} + \left[ \frac{16.75}{BpS(m)} \right] T_{symbol}$$

$$= 16 \mu s + 4 \mu s + \left[ \frac{16.75}{27} \right] 4 \mu s = 24 \mu s.$$  \hspace{1cm} (19)

When a packet is sent, the robot needs to wait $16 \mu s$ (SIFS) to receive the ACK. To send another packet the robot needs to wait $34 \mu s$ (DIFS), in order to avoid chances of collisions. The time the consensus takes to perform 5 iterations and communicate with 2 neighbors is

$$4 \times 5 \times (T_{DATA} + 16 \mu s + T_{ACK} + 34 \mu s) = 2.04 ms,$$  \hspace{1cm} (20)

where 4 considers the transmission and reception of one packet to and from each neighbor.

The cost for formation maintenance can be estimated similarly to the consensus algorithm above, but with one iteration only:

$$4 \times (T_{DATA} + 16 \mu s + T_{ACK} + 34 \mu s) = 0.41 ms.$$  \hspace{1cm} (21)

Finally, we consider 0.01 ms for PID and robot dynamics as the PID can be computed instantly and the transmission of commands to the motors (robot dynamics) can be performed at 250 Hz [32].

Table IV summarizes the time required for each step of the proposed framework. A 25 Hz camera allows for 40 ms to process the data, make decisions and actuate the robot dynamics. Based on the above analysis, an object detector (e.g. [33]) running onboard faster than 35 ms would therefore allow the proposed framework to operate in real time. Current state-of-the-art pedestrian detectors working in unconstrained scenarios can run at 37 ms per frame [34] and therefore we are expecting to be able to soon run the proposed framework in real time using a standard 25 Hz camera.

VII. Conclusion

We presented a closed-loop distributed control model that enables a formation of aerial robots to follow a moving target without relying on an external positioning system. The target is detected independently on each robot’s sensor plane and
the target position is mapped into steering controls. To account for noisy detections, the inferred steering controls are corrected via distributed consensus to achieve an agreement on the maneuvers to accomplish. A PID controller helps each robot within the formation to achieve flight stability. The formation is maintained over time via geometric constraints based on the relative position of neighbors. The formation can handle noisy and missed target detections occurring for each robot independently, and is also robust to relative localization errors.

We are working towards the development of the physical collaborative robot network that embodies the model described in this paper. To this end, we will also address the problems caused by communication delays and the on-the-fly correction of the PID parameters to adapt to the target dynamics.
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